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Abstract

Recently, with the rapid development of internet environment and smart devices, a lot of images and information are being produced and shared quickly. The images are uploaded with several keyword tags, and people can get a necessary image through search with text query. However, acquiring images through such a conventional search engine simply depends on the given tag information, and thus they cannot always provide images suitable for the intention of users. In this paper, we propose a method to recommend appropriate images for a given report subject by evaluating the relevance of the images searched with the keyword text and the suitability of the images for the report document. As a basic experiment to see the applicability of the proposed method, we show that the proposed method can provide better image selection results than the naïve method of using conventional search engine.  
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I. Introduction
				
According to development of internet and big data technologies, the amount of information that people can easily obtain has rapdly increased, and  the studies on extracting and summarizing meaningful information from the huge amount of data  have been been actively conducted [1]. Moreoever, as a more challenging topic, the automatic report generation [2], which is about automatically generates a report format document containing text, images and video on a given subject, is also getting attention in the field of big data and artificial intelligence. 
In this paper, we propose a method to recommend appropriate images for a given report subject by evaluating the relevance of the images searched with the keyword text as well as the suitability of the images for the report document. In order to achieve the goal, we exploit conventional image retrieval techniques and improve the search result trhough analyzing image contents by using image auto-tagging method based on deep learning technologies. 
[bookmark: _GoBack]Image retrieval, which is to find queried images from an image database, can be categoried two classes according to the types of querys: the text-based search and the content-based retrieval. In the text-based search, a query is given as text keywords, and the search engine tries to match the given keywords with the tag information that are provided along with the stored images.  The well-known image search services such as google image search takes this approach. Although this method can retrieve queried images very efficiently, from huge database its result completely depends on the tag made by the image provider, and thus it does not consider the whole contents in the images as well as other characteristics and qualities of the images. 
On the other hand, in the content based image retrieval, a query is given as an image, and it is required to search other images that have similar contents to the query [3]. The main difficulty of this method is to find a good similarity measure between the query image and another one in database, which need to consider the contents of the images. Recently, deep learning techniques have provided successful solutions to find good image features an similarity through learning. However, since the calculation of the similarity needs to be conducted on each images in the database, it is practically implementable only for a limited size of database therefore this approach is not suitable for image recommendation for automatic report generation.
Based on the considerations, in order to recommend suitable images for the given report keyword, this paper proposes a hybrid method which combines the text-based search and image content analysis by deep learning. Details of the proposed methods are described in Chapter 2.

II. Proposed System 

A. Overall Structure

The overall structure of the proposed image recommendation system is shown in Figure 2. The system first gets a specific keyword related to the report subject as an input, and apply it to the conventional text-based image search engine so as to get a set of candidate images. By using the popular search engine such as Google, we can easily obtain various candidate images from a plenty of internet resources. However, as we mentioned earlier, the search research is mainly depends on the subjective tags made by image provider, and thus we need further analysis to evaluate the appropriateness of the image for the report to be generated. The proposed image re-ranking module gets the set of image candidates as an input, analyzes the image contents by using deep neural networks, and evaluate the images to make modified rank of the candidates.  The detail description of the CBE (content-based evaluation) module, which is the core of this paper, will be given in the next section.
[image: ]
Fig. 1 Overall structure of the proposed method

B. Content Based Image Evaluation

Fig. 2 shows the structure of the proposed CBE module, which analyzes the contents of each candidate image and calculate evaluation score for re-ranking the candidate list. In order to analyze the contents of the images, we utilize a deep neural network model that is designed and trained for recognizing various objects in the images [4]. By applying each image to the deep neural network, we can get the recognition results, which are the recognized object tags and corresponding confidence value. 

[image: ]
Fig. 2 Structure of CBE module

In order to evaluate the appropriateness of the image based on the tags that are automatically made by deep neural networks, we need to calculate the similarity between the object tag and the given keyword. To obtain the similarity, we exploit word hierarchy and related simiarlity measure provided by WordNet [6-7]. The evaluation score for each tag is calculated by the multiplication of the tag-keyword similty and the tag confidence value from deep network, and The total evaluation score for each image is then obtained by summation of the evaluation scores of all the tags made for the image.  Finally, the candidate images are re-ranked based on the evaluation scores.

III. Experimental Results

[image: ]
Fig. 3 10 candidate images searched for 10 keywords (by Google)

In order to check the practical applicability of the proposed method, we conducted a preliminary experiments for 10 different keywords. For each keyword, we first apply Google image search and obtained top 10 images as the candidate image set. Fig 3 shows the 10 keywords and corresponding 10 images obtained through Google search. 
The proposed CBE module are then applied to re-rank the candidate list. The trained deep network model used for auto-tagging of the object labels was the convolution neural network (CNN) – based model called ResNet-152 [4-5], which is introduced in the ImageNet Competition 2015. The network is composed of 152 layers and can classify 1000 object classes. For each given input, ResNet-152 returns one or more object tag and its correpoding confidence values. (Fig 4 shows the first tag with highest confidence value of each image.). For the calculation of tag-keyword matching similarity, we used the Wu & Palmer similarity measure (wup function) [6] provided by WordNet 3.0[7]. The final evaluation score of each image is then obtained by adding all the tag evaluation scores for each image, which are calculated as the multiplication of tag-keyword similarity and tag-confidence. By re-ranking the 10 candidate images based on the evaluation score, we choose top three images as the recommendation of the proposed system.
In Fig. 4, we compared the original google search results and the recommendation results of the proposed methods. From the results, we can say two promising points. First, as shown from the results for “espresso”, “airplane”, and “bird”, the proposed system gives higher scores to the images with bigger object and/or clearer background. Also, from the case of “cat”, we can also say that the proposed evaluation system prefers more typical shape of the objects. Second promising thing is that the proposed system can give plausible recommendation even when the given keyword is not exactly matched with the object [image: ]tag of the deep neural networks. For example, it can operates on the new vocabulary such ICBM by utilizing hierarchy in the WordNet. From the results, we can say that the proposed method can provide better image recommendation for report generations, compared to the naïve method using conventional search engine.Fig. 4 Experimental Results on each keywords


IV. Conclusion

In this paper, we propose a content based image selection method to recommend appropriate image candidates for a given subject in order for automatic report generation. From a  prepliminary experiment, we could get promising results that the proposed CBE module gives high evaluation score on the images with appropriate size and position of the objects and thus improve the recommendation quality. This research is still in the starting stage, and will be improved through further works such as retraining deep network models for larger number of object classes.
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